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#### Abstract

Isotropic spin-1 chains with bond alternation are studied. Analytic (both variational and perturbative) results are presented. A phase transition is found to separate the $S=1$ Haldane phase and the dimer phase. The critical point is numerically determined using the Binder parameter. The universality class is predicted to be given by the level-1 SU(2) Wess-Zumino-Witten model, and this prediction is supported by the present exact diagonalization study. The dimer phase is found to be connected to the ' $S=2$ ' Haldane phase in a special limit. The change of the excitation spectra and the string order parameter with bond alternation is discussed.


## 1. Introduction

In 1983, Haldane [1,2] predicted that the Heisenberg chain with integral spins has a disordered ground state above which a finite excitation gap opens, while the half-oddintegral chain has a critical ground state with a gapless excitation. Since the latter seems to be plausible in view of both naive spin-wave theory and the exact solution for $S=1 / 2$ [3], much effort was devoted (see, for example, [4]) to understanding the novel massive behaviour of the integer- $S$ chain even after his prediction was confirmed both numerically [5,6] and experimentally [7-9].

One approach may be to understand the spin- $2 S$ Heisenberg model as a special limit of the spin- $S$ case. Consider the spin- $S$ Heisenberg chain with bond alternation:

$$
\begin{equation*}
\mathcal{H}\left(J^{\prime}\right)=\sum_{j} S_{2 j} \cdot S_{2 j+1}+J^{\prime} \sum_{i} S_{2 i-1} \cdot S_{2 i} \tag{1}
\end{equation*}
$$

For convenience, the strength of the exchange interaction of the first term has been set to unity. For $J^{\prime}=1$, it reduces to the ordinary Heisenberg antiferromagnet. On the other hand, when we take the limit $J^{\prime} \rightarrow-\infty$, each spin pair of the neighbouring sites ( $2 i-1,2 i$ ) is coupled ferromagnetically, and the model reduces to (within the first-order perturbation theory for the degenerate ground state) the spin- $2 S$ Heisenberg chain. Hida [10] developed such an idea for the $S=1 / 2$ case and showed that the dimer phase of the $S=1 / 2$ chain is smoothly connected to the $S=1$ Haldane phase without any phase transition (see also [11, 12] for studies in this direction). This indicates that the ( $S=1$ ) Haldane phase can be interpreted as a special limit of the $S=1 / 2$ dimer phase. From this viewpoint the $S=1$ case of the Hamiltonian (1) would be interesting, since the point $J^{\prime}=1$ (no alternation)

[^0]belongs to the $S=1$ Haldane phase, while the limit $J^{\prime} \rightarrow-\infty$ is considered to be in the $S=2$ Haldane phase. If an essential equivalence between the $S=1$ dimer phase and the $S=2$ Haldane phase is confirmed, we can conclude that the $S=1$ Haldane phase and the $S=2$ phase are different; there is a phase transition (discussed below in detail) between the two phases.

It may be of interest to study the Hamiltonian (1) from the point of view of the dimerization transition $[13,14]$. Using a field-theoretical argument, Affleck and Haldane $[15,16]$ predicted that second-order transitions occur $2 S$ times when we vary $J^{\prime}$ from $J^{\prime}=+\infty$ to $J^{\prime}=0$. On the other hand, Guo and co-workers [14] discussed the problem by means of a numerical calculation and a physical argument, and concluded that the situation is different for $S \in \mathbb{Z}$ and $S \in \mathbb{Z}+1 / 2$ in (1). That is, the transitions occur at non-zero values of $J^{\prime}$ for integer $S$, while the ground state is partially or completely dimerized by infinitesimal alternation for half-odd-integer $S$. Hence we would like to locate precisely the (non-zero) transition point and clarify the nature of the critical point for the smallest integral $S$.

The present paper is organized as follows. In section 2, we perform a simple variational calculation for the Hamiltonian

$$
\begin{equation*}
\mathcal{H}=\sum_{i} f_{\beta}\left(S_{2 i} \cdot S_{2 i+1}\right)+J^{\prime} \sum_{j} f_{\beta}\left(S_{2 j-1} \cdot S_{2 j}\right) \tag{2}
\end{equation*}
$$

where the choice of the second-order polynomial $f_{\beta}(x)=x-\beta x^{2}$ is generic for isotropic spin-1 chains with a nearest-neighbour interaction. When the bond alternation is absent, exact (and rigorous) results are available for the following four cases: $\beta=-1[17,18]$, $\beta=-1 / 3[19], \beta=1[20,21]$, and $\beta \rightarrow \infty[22,23]$.

Decreasing the value of $J^{\prime}$ from one to zero, we expect a phase transition from the $S=1$ Haldane phase to the dimer phase (provided that $\beta>-1 / 3$ ). Using the result of our variational calculation, we obtain a crude estimate of the phase boundary beyond which the string order parameter [24,25] vanishes. A perturbative estimate of the spectrum near $J^{\prime}=0$ is also given.

Section 3 is devoted to a detailed discussion of the Haldane-dimer transition. First, we determine the critical point of the Haldane-dimer transition for the Heisenberg point ( $\beta=0$ ) numerically by means of exact diagonalization. Owing to the smallness of available system sizes, it is not easy to determine the critical point by the excitation gap. To circumvent this difficulty, we used the finite-size scaling of the Binder parameter. In ordinary cases, the Binder parameter with respect to a certain order measured by a local operator (for example, the ferromagnetic order) is used for order-to-disorder transitions. In our case, on the other hand, such a local order parameter vanishes on both sides of the critical point, and hence the transition is a disorder-to-disorder one in this sense. However, if we use the non-local string order parameter, this method works. The intersection of the Binder parameter for several system sizes yields $J_{c}^{\prime}=0.595 \pm 0.010$. It is also argued that the gap does not close in the region $J^{\prime}<0$. This implies that the $S=1$ dimer phase and the $S=2$ Haldane phase are smoothly connected.

Then, with combined use of several arguments, we predict that the universality class is the same as that of the level-1 SU(2) Wess-Zumino-Witten (WZW) model. This is confirmed by numerical calculations. Since it is difficult to extract precise values of exponents from numerical data for system sizes up to $L=16$, we used the excitation spectrum at the critical point to compare with the CFT predictions. Our main results are given in this section.

In section 4, we compute several critical exponents to compare with the analytical prediction. Our numerically estimated values are given as follows: the exponent for the mass gap $v=0.75 \pm 0.05$, the correlation exponents $\eta_{\text {Néel }}=0.70 \pm 0.10$ and $\eta_{\text {string }}=0.25 \pm 0.05$.

We numerically study the qualitative change in the spectral property and the string order parameter in section 5. A brief discussion about the difference in the elementary excitation between the critical point and other points is also given.

## 2. Analytic treatment of the Haldane-dimer transition

In this section, we describe a simple variational treatment of the Haldane-dimer transition and give a qualitative phase diagram. A perturbative estimate of the excitation spectrum near $J^{\prime}=0$ is also presented.

First we briefly recapitulate the field-theoretic prediction by Affleck and Haldane $[15,16]$. Their argument exploits the large- $S$ mapping to the $O(3)$ non-linear sigma model. Applying the method used in [15] to the Hamiltonian (2), we obtain the $O(3)$ non-linear sigma model with the $\Pi_{2}$-topological term

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2 g} \partial_{\mu} \vec{\varphi} \cdot \partial^{\mu} \vec{\varphi}+\frac{\theta_{\text {cop }}}{8 \pi} \epsilon^{\mu \nu} \vec{\varphi} \cdot\left(\partial_{\mu} \vec{\varphi} \times \partial_{\nu} \vec{\varphi}\right) \tag{3}
\end{equation*}
$$

with $g=\left(1+J^{\prime}\right) / \sqrt{J^{\prime}} S$ and $\theta_{\text {top }}=4 \pi S /\left(1+J^{\prime}\right)$. If the $O(3)$ non-linear sigma model with $\theta_{\text {top }}=\pi(\bmod 2 \pi)$ represents a massless theory, we have $S$ massless points in the interval $0<J^{\prime}<1$. Hence in our $S=1$ case, there is a single second-order transition in that region. Translating the system by one site and replacing $J^{\prime}$ by $1 / J^{\prime}$, the same argument is also applicable to the case $J^{\prime}>1$. However, since the above expression for $\theta_{\text {top }}$ does not include $\beta$, we cannot predict the $\beta$ dependence of the critical values $\left\{J_{\mathrm{c}}^{\prime}\right\}$.

In order to see the $\beta$ dependence of $J_{\mathrm{c}}^{\prime}$, we perform a simple variational calculation. In constructing a variational wavefunction for our Hamiltonian (2), we have to keep in mind the following two points. (i) The ground state is a singlet state. This can be rigorously proved around the bilinear point $(\beta \approx 0)$ [26]. (ii) The ground state smoothly interpolates the valence bond solid (VBS) state [19] ( $\beta=-1 / 3, J^{\prime}>0$ ) and the dimer state ( $\beta>-1 / 3$, $J^{\prime}=0$ ). The simplest choice satisfying the above requirement may be

$$
\begin{equation*}
\mid \text { trial } ; \Theta\rangle=\cos \Theta \frac{|\mathrm{VBS}\rangle}{\|\mathrm{VBS}\|}+\sin \Theta \frac{\mid \text { dimer }\rangle}{\| \text { dimer } \|} \tag{4}
\end{equation*}
$$

The above two states $\langle\mathrm{VBS}\rangle$ and $\mid$ dimer $\rangle$ are compactly written as mattix products $\{27,28]$ :

$$
|\mathrm{VBS}\rangle=\operatorname{Tr} g_{1} \otimes g_{2} \otimes \cdots \otimes g_{L}
$$

with

$$
g_{i}=\left(\begin{array}{cc}
-|0\rangle_{i} & -\sqrt{2}|1\rangle_{i} \\
\sqrt{2}|-1\rangle_{i} & |0\rangle_{i}
\end{array}\right)
$$

and

$$
\mid \text { dimer }\rangle=\operatorname{Tr} g_{1}^{\mathrm{A}} \otimes g_{2}^{\mathrm{B}} \otimes g_{3}^{\mathrm{A}} \otimes \cdots \otimes g_{L-1}^{\mathrm{A}} \otimes g_{L}^{\mathrm{B}}
$$

with

$$
g_{i}^{\mathrm{A}}=\left(|-1\rangle_{i},|0\rangle_{i},|1\rangle_{i}\right) \quad g_{j}^{\mathrm{B}}=\mathrm{T}\left(|1\rangle_{j},-|0\rangle_{j},|-1\rangle_{j}\right) .
$$

Since the overlap

$$
\frac{\langle\text { dimer }| \text { VBS }\rangle}{\||d i m e r| \mid \cdot\| \mathrm{VBS} \|}
$$

decreases exponentially with system size, i.e. $(-1 / \sqrt{3})^{L / 2}$ ), this trial state (4) is normalized correctly in the infinite-volume limit. Using the matrix formalism [28], the quantity

$$
\begin{equation*}
\epsilon(\Theta)=\lim _{L / \infty} \frac{1}{L}\{\text { trial } ; \Theta|\mathcal{H}| \text { trial } ; \Theta\rangle \tag{5}
\end{equation*}
$$

can be evaluated straightforwardly. The result is given by
$\epsilon(\Theta)=-\left\{\left[\frac{1}{3}\left(1+J^{\prime}\right)(2+3 \beta)-\frac{2}{3} \beta J^{\prime}-1-2 \beta\right] \cos ^{2} \Theta+\left(\frac{2}{3} \beta J^{\prime}+1+2 \beta\right)\right\}$.
Minimization of this quantity yields the variational solution $\mid$ trial; $\Theta=0\rangle$ for $J^{\prime}>J_{c}^{\prime}$ and $\mid$ |rial; $\Theta=\pi / 2\rangle$ for $J^{\prime}<J_{c}^{\prime}$. The critical value gives the transition line

$$
\begin{equation*}
J_{c}^{\prime}(\beta)=\frac{3 \beta+1}{\beta+2} \quad J_{c}^{\prime}(\beta)=\frac{\beta+2}{3 \beta+1} \tag{7}
\end{equation*}
$$

In deriving the second value of $J_{\mathrm{c}}^{\prime}$, we have used the symmetry under $J^{\prime} \rightarrow 1 / J^{\prime}$. We show the phase diagram in figure 1. In our calculation, the transition occurs from the perfect VBS phase to the perfect dimer phase. Of course, this is not the true situation. In particular, at the Heisenberg ( $\beta=0$ ) point, the Haldane-dimer transition occurs at $J^{\prime}=0.5$. It is to be compared with the previous estimates of $J_{c}^{\prime} \sim 0.6$ (by Singh and Gelfand [29]) and 0.6 (by Kato and Tanaka [30]). Within our simplest approximation, the spontaneous dimerization occurs along the line $J^{\prime}=1, \beta>1 / 2$. It is believed that the end point of the spontaneous-dimerization line is located at the Takhtajan-Babudjian point ( $J^{\prime}=1$, $\beta=1$ ) [31] and hence our analysis underestimates the true value. However, we expect that our phase diagram obtained by the simplest approximation is qualitatively correct.


Figure 1. The phase diagram obtained on the basis of the variational wavefunction of section 2. The full curves indicate the phase boundary. The vBS state is the exact ground state on the chain line. Also plotted are (i) the aKLT point, (ii) the $S=1$ Heisenberg (HAFM) point, and (iii) the Takhtajan-Babujian (TB) point.

To conclude this section, we investigate the Haldane-dimer transition from the viewpoint of the excitation spectrum. Since the Hamiltonian does not allow an exact solution, only restricted pieces of information are available by analytic methods. One of them is the (approximate) excitation spectrum near the dimer point ( $J^{\prime}=0, \beta>-1 / 3$ ).

For $J^{\prime}=0$, the model is trivial; we readily find that the first excited states are obtained by replacing one of the valence bonds by a triplet bond (i.e. 'crackion' $[28,32]$ ). It has spin1 and is $N(=L / 2)$-fold degenerate positionally. If we turn on the exchange interaction $J^{\prime}$, the triplet bond made by breaking a singlet valence bond can hop to the neighbouring links with an amplitude proportional to $J^{\prime}$. We treat this effect using the degenerate perturbation. The calculation is straightforward and we obtain the following dispersion relation of the triplet ( $S=1$ ) excitation:

$$
\begin{equation*}
\epsilon(k)=(3 \beta+1)-\frac{2}{3} J^{\prime}(\beta+2) \cos k \tag{8}
\end{equation*}
$$

where the momentum $k$ runs between $-\pi / 2 a$ and $\pi / 2 a$. Note that the shape of this spectrum is the same as that of the approximately obtained spectrum of the $S=1$ vBS model [33] by means of the single-mode approximation. Furthermore, such excitations can be created by the action of a magnon operator $S(k)$ (the Fourier transform of $S_{i}$ ) just as in the VBS case [28,34].

The shape of $\epsilon(q)$ given by (8) is different qualitatively for $J^{\prime}>0$ and $J^{\prime}<0$. For $J^{\prime}>0$ (the antiferromagnetic region), the excitation gap $(3 \beta+1)-(2 / 3) J^{\prime}(\beta+2)$ exists at $k=0$. On the other hand, for $J^{\prime}<0$ (the ferromagnetic side) it opens at $k=\pi$, and the spectrum is of VBS type. Intuitively, the site-wise short-range AF order (for example, $\ldots, 1,-1,1,-1,1,-1, \ldots$ ) changes into a pair-wise one (for example, $\ldots, 1,1,-1,-1,1,1,-1,-1, \ldots)$ at $J^{\prime}=0$.

The gap (at $k=0$ ) on the AF side decreases as $J^{\prime}$ increases and we expect that it vanishes at some value of $J^{\prime}$. This is the Haldane-dimer transition. If we determine the transition point where the gap vanishes, we obtain

$$
J_{\mathrm{c}}^{\prime}(\beta)=\frac{3}{2}\left(\frac{3 \beta+1}{\beta+2}\right)
$$

However, our perturbative calculation may not be reliable at such a large value as the gap collapses.

## 3. Determination of the critical point and analysis of the critical point

In this section, we determine precisely the critical point of the Haldane-dimer transition for the system (1), or the $\beta=0$ case of the generic model (2). In doing this, we made use of the finite-size scaling of the Binder parameter. Then, using these results, we analyse the excitation spectrum for the critical point to compare it with the CFT prediction made below. The exact diagonalization was performed for system sizes up to $L=16$ using the Lanczos method.

In estimating the critical point, we employ two types of methods. One concerns the finite-size scaling behaviour of the first excitation energy, while the other adopts the Binder parameter defined with respect to the string order.

The critical point is determined as follows. The first-excitation energy obeys the following finite-size scaling relation:

$$
\begin{equation*}
\Delta E(L)=\frac{1}{L} Q(L / \xi) \tag{9}
\end{equation*}
$$

where the quantity $\xi$ denotes the correlation length. Since $\xi$ diverges at the critical point, the dimensionless quantity $L \Delta E(L)$ is independent of the system size $L$. In figure 2 , we plot $L \Delta E(L)$ as a function of the parameter $J^{\prime}$ for various system sizes. Around the region $J^{\prime} \approx 0.6$, we see that there might be a critical point $J_{c}^{\prime}$ and that no further phase transition occurs in the region $J^{\prime}<0$ as well as in the region $0<J^{\prime}<J_{\mathrm{c}}^{\prime}$. Thus we conclude that the ground state of the dimer system $J^{\prime} \approx 0$, and that of the $S=2$ Heisenberg chain appearing in the limit $J^{\prime} \rightarrow-\infty$ belong to the same unique phase. This is similar to the situation for the $S=1 / 2$ case [10] of (1).


Figure 2. The scaled energy gap, $L \Delta E(L)$, with varying $J^{\prime}$. (a) $J^{\prime}>0$ and (b) $J^{\prime}<0$.

For a more precise estimate of the critical point $J_{c}^{\prime}$, we introduce the Binder parameter [35-37]

$$
\begin{equation*}
U(L, J)=1-\frac{\left\langle O^{4}\right\rangle}{3\left\langle O^{2}\right\rangle^{2}} \tag{10}
\end{equation*}
$$

Here we define the order parameter $O$ in the following form

$$
\begin{equation*}
O=\sum_{j=1}^{L} O_{j} \quad O_{j}=\exp \left(\mathrm{i} \pi \sum_{k=1}^{j-1} S_{k}^{z}\right) S_{j}^{z} \tag{11}
\end{equation*}
$$

with respect to the string correlation. It is well known that there exists a long-range string order

$$
\lim _{|i-j|>\infty}\left\langle O_{i} O_{j}\right\rangle \neq 0
$$

at least at the Heisenberg point $J^{\prime}=1$. The main idea of our method is as follows. Usually, the Binder parameter is used for transitions that separate the ordered phase from the disordered one. On the other hand, in the Haldane-dimer transition, both sides of the transition point are disordered in the ordinary sense and hence a naive application of it based on local order parameters does not work well. However, it can be proven [38] that the string order actually vanishes around the dimer line $J^{\prime} \approx 0$. Assuming that the string order vanishes in the region $J^{\prime}<J_{\mathrm{c}}^{\prime}$ as well, the Haldane-dimer transition can be regarded as a kind of order-to-disorder transition with respect to the string order. Thus the Binder parameter is applicable.


Figure 3. The Binder parameter (10) for $L=4,6, \ldots, 16$ with the bond alternation $J^{\prime}$ varied.

At the critical point, the Binder parameter is invariant under system size $L$. In the phase where the order parameter $O$ is long-ranged (short-ranged), the Binder parameter $U(L, J)$ increases (decreases) with increasing $N$. We plot the Binder parameter for various system sizes in figure 3. A co-intersection is found near the point $J^{\prime} \approx 0.6$. This corresponds to the critical point above observed in figure $3(a)$. In figure 4 we plot the approximate critical
point $J_{c}^{\prime}(L, L+2)$ against the inverse of the system size $L$. We define the approximate critical point $J_{c}^{\prime}(L, L+2)$ by the following relation

$$
\begin{equation*}
U\left(L, J_{c}^{\prime}(L, L+2)\right)=U\left(L+2, J_{c}^{\prime}(L, L+2)\right) \tag{12}
\end{equation*}
$$

From this, we have estimated the extrapolated critical point as

$$
\begin{equation*}
J_{c}^{\prime}=0.595 \pm 0.010 \tag{13}
\end{equation*}
$$

This value is consistent with other studies $[29,30]$. The fact that the method works well, in its turn, proves the validity of our assumption made above.


Figure 4. The approximate critical points $J_{c}^{\prime}(L, L+2)$ plotted against $1 /(L+1)$.

We then proceeded to analyse the excitation spectrum of the model (1) at the critical point $J^{\prime}=J_{c}^{\prime}$. We calculated the excitation energy over the ground state for the system size $L=16$. The energy levels are plotted against momentum for several values of the $z$ component of the total spin in figure 5(c). Note that the Brillouin zone is reduced by half because of the doubling of the unit cell. In figure $5(c)$, we can see that the lower edge of the spectrum is almost linear for small values of $k$. This is one of the features of relativistic massless theories, and hence we can expect that the low-energy behaviour of the model (1) for $J^{\prime}=J_{c}^{\prime}$ is described by the two-dimensional CFT.

There has been some work published concerning the Haldane-dimer transition. The first was that of Affleck and Haldane [15, 16]. They argued that alternating spin- $S$ chains at their critical point can be mapped onto the $O(3) \mathrm{NL} \sigma \mathrm{M}$ with $\theta_{\text {top }}=\pi$ in the large- $S$ limit. As field-theoretical analyses by several authors [16,39] suggest that, in the infrared limit, it reduces to the level-1 $(k=1) \mathrm{SU}(2) \mathrm{wZW}$ model $[40,41]$ we may expect that the infrared effective theory of the critical point is given by the WZW model. As was seen in section 2, a defect of this argument is that the critical point $J_{\mathrm{c}}^{\prime}$ is independent of $\beta$, in contrast to our variational result (7) and the result of the series expansion [29].

The second paper concerning the Haldane-dimer transition is a numerical calculation of Kato and Tanaka [30]. With combined use of White's method and the finite-size-correction
method, they concluded that the central charge of the Haldane-dimer transition is one. (For the central charge evaluated by the quantum Monte Cario method, see [72].) Note that the central charge of the $k=1 \mathrm{SU}(2) \mathrm{WZW}$ model is also equal to one.

Another insight is obtained by mapping our $S=1$ model (2) onto the 19 -vertex-type model with inhomogeneous interactions, which can be viewed as the superposition of the Ising model and the six-vertex model. This is a generalization of the argument developed by den Nijs and Rommelse [24]. According to this argument, the six-vertex degrees of freedom become critical at the Haldane-dimer transition, and hence the central charge is given by unity. Taking into account the $\mathrm{SU}(2)$ symmetry, we can expect the universality class to be given by the level-1 $\mathrm{SU}(2)$ wZW model.

Let us verify that the massless behaviour observed at $J^{\prime}=J_{\mathrm{c}}^{\prime}$ is indeed the same as is expected from the level-1 WZW model. Before describing the details, we briefly summarize the necessary facts about the $k=1 \mathrm{SU}(2)$ wZw model. For further details see, for example, [42].

It is well known that the $k=1 \mathrm{SU}(2) \mathrm{WZW}$ model is realized by a single free boson $\varphi$ (mathematically, such a realization is known as the Frenkel-Kac construction [43]), which is governed by the following action:

$$
\begin{equation*}
S=\int \mathrm{d}^{2} x \frac{1}{2 \pi} \partial_{\mu} \varphi \partial^{\mu} \varphi \tag{14}
\end{equation*}
$$

The two-dimensional spacetime $(\sigma, t)(0 \leqslant \sigma \leqslant 2 \pi)$ is expressed by the light-cone coordinate $x^{ \pm}=t \pm \sigma$. The boson field $\varphi$ takes its value on a circle of radius $R$, namely $\varphi \sim \varphi+2 \pi R$. The compactification radius $R$ carries the information of the original (interacting) model. The field $\varphi$ (and its dual $\tilde{\varphi}$ ) allows the chiral decomposition

$$
\varphi(\sigma, t)=\varphi_{\mathrm{L}}\left(x^{+}\right)+\varphi_{\mathrm{R}}\left(x^{-}\right) \quad \widetilde{\varphi}(\sigma, t)=\varphi_{\mathrm{L}}\left(x^{+}\right)-\varphi_{\mathrm{R}}\left(x^{-}\right)
$$

where $\varphi_{L / R}$ are the chiral bosons defined by the following mode expansions:

$$
\varphi_{\mathrm{L}}\left(x^{+}\right)=\frac{1}{2} Q+\frac{1}{2}\left(\frac{1}{2} \hat{P}+N R\right) x^{+}+\frac{\mathrm{i}}{2} \sum_{n \neq 0} \frac{a_{n}^{\mathrm{R}}}{n} \mathrm{e}^{-\mathrm{i} n x^{+}}
$$

and $\varphi\left(x^{-}\right)$is obtained by replacing $x^{+} \rightarrow x^{-}, N \rightarrow-N, a_{n}^{\mathrm{R}} \rightarrow a_{n}^{\mathrm{L}}$. For these operators to satisfy the canonical commutation relations, we impose

$$
[Q, \widehat{P}]=\mathrm{i} \quad\left[a_{n}^{\mathrm{L} / \mathrm{R}}, a_{m}^{\mathrm{L} / \mathrm{R}}\right]=n \delta_{n+m .0}
$$

Because of the periodicity of $\varphi$, the momentum $\widehat{P}$ is quantized as $M / R$. In the following argument, we also use complex coordinates:

$$
z=\mathrm{e}^{\mathrm{i}^{+}} \quad \bar{z}=\mathrm{e}^{\mathrm{i} x^{-}}
$$

Using $z$ and $\bar{z}$ instead of $x^{ \pm}$, the above mode expansion becomes the formal Laurent series.
The so-called vertex operator

$$
\begin{equation*}
V_{M, N}(z, \bar{z})=: \exp \left[2 \mathrm{i}\left(\frac{M}{2 R}+N R\right) \varphi_{\mathrm{L}}(z)+2 \mathrm{i}\left(\frac{M}{2 R}-N R\right) \varphi_{\mathrm{R}}(\bar{z})\right]: \quad M, N \in \mathbb{Z} \tag{15}
\end{equation*}
$$



Figure 5. The excitation spectrum for the system size $L=16$ and the parameter (a) $J^{\prime}=0.2$, (b) $J^{\prime}=0.4$, (c) $J^{\prime}=0.6$ and (d) $J^{\prime}=0.8$. The symbols,$+ x$, $\circ$ and $\square$ stand for levels with quantum numbers $\sum_{i} S_{i}^{z}=0,1,2$ and 3 , respectively. The symbols A1-B3 and C are defined in the text (see section 3). The single-magnon ('crackion') branch $\omega(k)=1-\frac{4}{3} J^{\prime} \cos k$ obtained by the perturbation in section 2 is plotted by the dotted curve.
(where : ... : denotes normal ordering) create the primary state with the conformal weight [43]

$$
\begin{equation*}
\left[\frac{1}{2}\left(\frac{M}{2 R}+N R\right)^{2}, \frac{1}{2}\left(\frac{M}{2 R}-N R\right)^{2}\right] \tag{16}
\end{equation*}
$$

In our problem, the quantity $M$ (the $U(1)$ charge) can be identified with $S_{\text {tot }}^{z}$. Note that this type of primary field corresponds to continuously varying critical exponents [44,45]. At the value $R=1 / \sqrt{2}$, this model realizes the $\widehat{(\operatorname{su}(2)} \times \widehat{\operatorname{su}(2)}$-symmetric) wzw model (see [46] for a more detailed account for the $c=1 \mathrm{CFT}$ ).

The (finite-size) spectrum expected from the WZW CFT

$$
\begin{equation*}
E=\frac{1}{2}\left(M^{2}+N^{2}\right)+N_{\mathrm{L}}+N_{\mathrm{R}} \quad P=M N+N_{\mathrm{L}}-N_{\mathrm{R}} \tag{17}
\end{equation*}
$$



Figure 5. (Continued)
( $M, N, N_{\mathrm{L}}, N_{\mathrm{R}} \in \mathbb{Z}$ ) is given in figure 6 (where we have chosen the units of $E$ and $P$ as $2 \pi v_{\mathrm{F}} / L$ and $2 \pi / L$, respectively) together with the eigenvalue of the total spin. In the $W Z W$ model, the spins $S_{\mathrm{L}}$ and $S_{\mathrm{R}}$ for left- and right-movers are conserved separately. They are related to the integers $M$ and $N$ by the following equations: $M=S_{\mathrm{L}}^{3}+S_{\mathrm{R}}^{3}$ and $N=S_{\mathrm{L}}^{3}-S_{\mathrm{R}}^{3}$. The degrees of degeneracy $d(E, P)$ are easily obtained by expanding the so-called modular invariant partition function of the WZW model (see, for example, [46]):
$Z(x, y)=\sum_{E, P} d(E, P) x^{E} y^{P}=\sum_{M, N \in \mathbb{Z}} \frac{1}{\prod_{n=1}^{\infty}\left(1-x^{n} y^{n}\right)\left(1-x^{n} / y^{n}\right)} x^{\left(M^{2}+N^{2}\right) / 2} y^{M N}$
where

$$
x=\mathrm{e}^{-2 \pi v \operatorname{lm} \tau / L} \quad y=\mathrm{e}^{2 \pi \mathrm{iRe} \tau / L}
$$

In-order to know the eigenvalue of $S_{\text {tot }}, S_{\mathrm{L}}$ and $S_{\mathrm{R}}$ of each state, we expand another form of the partition function [46]:

$$
Z(x, y, z)=\chi_{0}(x y, z) \chi_{0}(x / y, z)+\chi_{\frac{1}{2}}(x y, z) \chi_{\frac{1}{2}}(x / y, z)
$$

where the quantity $\chi_{j}$ is defined by

$$
\chi_{j}(q, z)=\left(\prod_{n=1}^{\infty}\left(1-q^{n}\right)\right)^{-1} \sum_{n=-\infty}^{\infty} q^{(n+j)^{2}} z^{n+j}
$$

The coefficient $d(E, P, z)$ of $x^{E} y^{P}$ corresponds to the generating function of the multiplicity of the states with a given value of $S_{\text {tot }}^{z}$. The eigenvalues ( $S_{\mathrm{tot}}, S_{\mathrm{L}}, S_{\mathrm{R}}$ ) are also given in figure 7. At first sight, the numerical result (figure $5(c)$ ) does not seem to agree with the CFT prediction. However, the discrepancy is resolved as follows. For finite lattice systems, the conformal invariance is only an approximate symmetry, and the systems are regarded as perturbed by irrelevant (and marginally irrelevant) operators [47]. In particular, there is an important marginal operator $J_{\mathrm{L}}(z) \cdot J_{\mathrm{R}}(\bar{z})$ made up of Kac-Moody currents around the WZW fixed point. It breaks the conformal symmetry of the fixed point and leads to logarithmic corrections for physical quantities.


Figure 6. The excitation spectrum expected from the level-1 $S U(2)$ wzw model. The symbols $+, x, o$ and $\square$ stand for states $(k, \omega)$ with quantum numbers $\sum_{i} S_{i}^{z}=0,1,2$ and 3 , respectively. The units of the ordinate and abscissa are given by $2 \pi v_{\mathrm{F}} / L$ ( $v_{\mathrm{F}}=1$ ) and $2 \pi / L$. The $\mathrm{SU}(2)$ irreducible representations appearing in each state are also shown. The eigenvalues of $S_{L}^{\text {tot }}$ and $S_{\mathrm{R}}^{\text {tot }}$ are shown in parentheses. The three levels used in section 3 are also indicated.

In order to examine whether the numerical spectrum coincides with that of the WZW model, we focus on six energy levels (A0, A1), (B0, B1, B2) and C in figure 5(c). The numbers 0,1 and 2 stand for the eigenvalues of $S_{\text {tot }}$. From the relative positions, the spin eigenvalues $S_{\text {tot, }}$, and the degrees of degeneracy of these levels, we guessed that they correspond to three levels $\mathrm{A}, \mathrm{B}$ and C in figure 6. If the infinite Kac-Moody symmetry is unbroken, the levels (A0, A1) and (B0, B1, B2) have to group together into two degenerate levels A and B, respectively. Assuming that this splitting of levels is caused by the above marginal operator, the energy levels including the logarithmic correction are given by the
following formula [48]

$$
\begin{equation*}
E_{i}(L)=\frac{2 \pi v_{\mathrm{F}}}{L}\left(x_{i}-\frac{4 \pi g(L) S_{\mathrm{L}}^{\text {tot }} \cdot S_{\mathrm{R}}^{\text {tot }}}{\sqrt{3}}\right) \tag{18}
\end{equation*}
$$

where the quantity $g(L)$ denotes the effective coupling constant for the marginal operator at the length scale $L$. For large enough $L$, we can replace $g(L)$ by its asymptotic form $\sqrt{3} / 4 \pi \ln L$ in the above formula. Therefore, we can eliminate the leading-logarithmic correction by taking weighted averages of the levels [48,49].


Figure 7. The approximate critical exponents $v(L, L+2)$ plotted against $1 /(L+1)$.

For the energy $E_{\mathrm{A}}(L)$ of the level A , we take the average

$$
E_{\mathrm{A}}(L)=\frac{1}{4} E_{\mathrm{A} 0}(L)+\frac{3}{4} E_{\mathrm{A} 1}(L)
$$

There are three ways to take the weighted average for the energy $E_{\mathrm{B}}$ of the level B :

$$
\begin{align*}
& E_{\mathrm{B}}^{1}(L)=1 / 2 E_{\mathrm{B} 1}(L)+1 / 2 E_{\mathrm{B} 2}(L) \\
& E_{\mathrm{B}}^{2}(L)=1 / 3 E_{\mathrm{B} 0}(L)+2 / 3 E_{\mathrm{B} 2}(L)  \tag{19}\\
& E_{\mathrm{B}}^{3}(L)=2 E_{\mathrm{B} 1}(L)-E_{\mathrm{B} 0}(L) .
\end{align*}
$$

For $L=12,14,16$, we verified that the values obtained in these three ways are close to each other. Hence, we can expect that the leading-logarithmic corrections are eliminated in this method. Moreover, this would support our prediction, since it is unlikely that the finite-size splittings are eliminated by this method for other CFT than the SU(2) wZW model. However, in order to preserve the precision, we adopt $E_{\mathrm{B}}^{1}(L)$, which is obtained from the lowest two levels, B1 and B2, in the following analysis. The residual splitting may be explained by including corrections due to irrelevant operators and the higher-order logarithms like $1 /(\ln L)^{3}$.

We begin with the 'Fermi velocity'. To estimate it, we adopt the following procedure. First, we note that the logarithmic correction in (18) vanishes for the energy level C (provided that the spectrum indeed corresponds to the wZW model), since $S_{\mathrm{L}}^{\text {ºt }} \cdot S_{\mathrm{R}}^{\text {tot }}$ vanishes for this level (see figure 6). Therefore the slope of the segment joining the ground state and the state C gives the desired quantity. From the data for $L=12,14,16$, we extrapolate the quantity $v_{\mathrm{F}}(L)=\frac{L}{2 \pi} E_{\mathrm{c}}(L)$ by a second-order polynomial in $1 / L$ to obtain

$$
\begin{equation*}
v_{\mathrm{F}}=1.91 . \tag{20}
\end{equation*}
$$

This is close to the value obtained in [72] (after multiplying the factor 1.25 of the Hamiltonian) using the quantum Monte Carlo method, while the discrepancy between the density-matrix renormalization group result [30] and ours is rather large.

Using the numerically evaluated Fermi velocity $v_{\mathrm{F}}$, the scaling dimensions corresponding to levels A and B are estimated by extrapolating the following quantities:

$$
x_{\mathrm{A}}(L)=\frac{L}{2 \pi v_{\mathrm{F}}} E_{\mathrm{A}}(L) \quad x_{\mathrm{B}}(L)=\frac{L}{2 \pi v_{\mathrm{F}}} E_{\mathrm{B}}(L) .
$$

The results are given by

$$
\begin{equation*}
x_{A}=0.51 \quad x_{B}=1.94 \tag{21}
\end{equation*}
$$

These are to be compared with 0.5 (the conformal dimensions of the fundamental field $g$ of the wZW model) and 2 (the scaling dimensions of a Kac-Moody descendant field $J_{\mathrm{L}_{,-1}-1}^{\alpha} J_{\mathrm{R},-1}^{\beta} 1$ at level-2).

We also estimated the central charge from the ground-state-energy data for $L=$ $10,12,14,16$. Following the standard method [50], we obtained $\frac{1}{6} \pi v_{\mathrm{F}} c=1.107$, which means $c=1.10$. Note that the $k=1 \mathrm{wZW}$ model has a central charge of unity. Furthermore, this is close to the result of the previous study $c=1.0 \pm 0.15$ [30].

The agreement is good for the smallness of the system size. That is, we obtained appropriate values of the scaling dimensions and the central charge simply by assuming a few qualitative facts expected from the WZW model, the relative positions of the levels and the form of the logarithmic corrections (18). Thus the spectrum obtained at $J^{\prime}=J_{\mathrm{c}}^{\prime}$ is consistent with that predicted on the basis of the $k=1 \mathrm{WZW}$ model. The present result does not agree with the prediction of [29] that the critical theory will be the $k=2$ wZW model.

## 4. Calculation of several critical exponents

In this section, we report our estimates of the critical exponents $\nu, \eta_{\text {Neel }}$ and $\eta_{\text {string }}$. They are defined by the following relations:

$$
\begin{align*}
& m \sim\left(\frac{\left|J^{\prime}-J_{c}^{\prime}\right|}{J_{c}^{\prime}}\right)^{v}  \tag{22}\\
& \left\langle S_{i}^{z} S_{i+r}^{z}\right\rangle \sim(-1)^{r} r^{-\pi_{\mathrm{Nel}}} \quad\left\langle S_{i}^{z} \exp \left(\mathrm{i} \pi \sum_{k=i}^{i+r-1} S_{k}^{z}\right) S_{i+r}^{z}\right\rangle \sim r^{-\eta_{\mathrm{zunng}}} \tag{23}
\end{align*}
$$

where the quantity $m$ in the first equation denotes the excitation gap.

Before describing the numerical results, we predict these exponents using the level-1 WZW model. We begin by constructing the continuum expression of the string operator. First we have to keep in mind that the invariance of the Hamiltonian (1) under translation by one site is already broken at the critical point. Hence the usual expression [16,48]

$$
S_{i} \sim J_{\mathrm{L}}+J_{\mathrm{R}}+\text { constant }(-1)^{i} \operatorname{Tr} g \sigma
$$

(where the $2 \times 2$-matrix $g$ and $\sigma$ denote the wZW fundamental field and the Pauli matrices, respectively) cannot be used. Taking into account the doubling of the unit cell, continuum fields have to be defined on two-site cells. Thus we take the spin-density operator as

$$
\begin{equation*}
s^{ \pm}(\sigma, t)=\frac{S_{2 i}^{ \pm}+S_{2 i+1}^{ \pm}}{2 a} \sim: \mathrm{e}^{ \pm \mathrm{i} 2 \sqrt{2} \varphi_{\mathrm{L}}\left(x^{+}\right)}:+: \mathrm{e}^{ \pm \mathrm{i} 2 \sqrt{2} \varphi_{\mathrm{R}}\left(x^{-}\right)}: \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
s^{3}(\sigma, t)=\frac{S_{2 i}^{z}+S_{2 i+1}^{z}}{2 a} \approx \frac{1}{\sqrt{2} \pi} \partial_{t} \varphi(\sigma, t)=\frac{1}{\sqrt{2} \pi} \partial_{\sigma} \tilde{\varphi}(\sigma, t) \tag{25}
\end{equation*}
$$

Of course, there might be operators with lower scaling dimensions (i.e. more relevant in the long-distance behaviour) such as $\operatorname{Tr} g \sigma$ whose scaling dimension is $1 / 2$. However, if we note the fact that the spatial integral of the spin density $s$ gives $S_{\text {tot }}$ (which preserves the ground-state energy), the possibility of this kind of operator is excluded; in the usual antiferromagnets, there is a quickly varying factor $(-1)^{x}$ before $\operatorname{Tr} g \sigma$, and hence it does not contribute to $S_{\text {tot }}$. Replacing the summation $\sum_{k=1}^{j}$ by the integration $\int_{0}^{\sigma} \mathrm{d} \sigma$ and using the operator-product expansion (OPE), we obtain the desired result:

$$
\begin{equation*}
\prod_{k=1}^{j-1} \exp \left[\mathrm{i} \theta\left(S_{2 k}^{z}+S_{2 k+1}^{z}\right)\right]\left(S_{2 j}^{z}+S_{2 j+1}^{z}\right) \sim: \exp \left[\mathrm{i} \frac{1}{\sqrt{2}}\left(\frac{\theta}{\pi}\right) \widetilde{\varphi}(\sigma, t)\right]: \tag{26}
\end{equation*}
$$

This corresponds to the vertex operator $V_{M=0, N=\theta / 2 \pi}$, which plays the role of a twist operator $[51$ ] and is missing from the operator content of periodic systems [45,52]. When $\theta=\pi$ (the ordinary string 1 -point function), our result is consistent with the conclusion of Alcaraz and Hatsugai [53]. From the above expression, we readily conclude that the scaling dimensions of this operator and the correlation exponent are given by

$$
\begin{equation*}
x_{\text {string }}=\frac{1}{8}\left(\frac{\theta}{\pi}\right)^{2} \quad \eta_{\text {string }}=\frac{1}{4}\left(\frac{\theta}{\pi}\right)^{2} \tag{27}
\end{equation*}
$$

respectively.
Another quantity of physical interest may be the form of the string 1-point function and the mass gap in the vicinity of the critical point. To calculate it, we have to know by which operator the system is driven away from the (wZw) critical point. We look for such an operator $\mathcal{O}$ that satisfies the condition of $\mathrm{SU}(2)$ invariance i.e. $\left[\mathcal{S}_{\text {tot }}, \mathcal{O}\right]=0$. It is important to note that, owing to the broken translational invariance, we cannot discard the possibility of a operator $\operatorname{Tr} g$; it is excluded in translationally invariant systems for the reason that it is odd under the discrete symmetry $g \rightarrow-g$ [16]. Taking into account that the operator $\operatorname{Tr} g$
$\dagger$ When $\theta=\pi$, it changes the boundary condition for $S^{ \pm}$to antiperiodic one.
is the only relevant operator that satisfies the above condition, we may identify the leading contribution to the perturbing fields with $\operatorname{Tr} g$.

The operator $\operatorname{Tr} g$ has the scaling dimension $1 / 2$ [41]. Hence a naive expression of the mass gap is given by $m(\lambda)=\lambda^{2 / 3}$ [13] (where the coupling constant $\lambda$ is defined by $\left|J^{\prime}-J_{c}^{\prime}\right| / J_{c}^{\prime}$ ). However, as is well known [16,54], an important marginal operator $J_{\mathrm{L}} \cdot J_{\mathrm{R}}$ exists around the WZW fixed point, which yields logarithmic corrections to the scaling behaviour [48,55,56]. Using the formula of [48], the mass gap with the logarithmic correction included is predicted to behave as

$$
\begin{equation*}
m(\lambda) \sim \frac{\lambda^{2 / 3}}{|\ln \lambda|^{1 / 2}} \tag{28}
\end{equation*}
$$

Combining this with the scaling argument, we obtain the string order parameter as

$$
\begin{equation*}
\mathcal{O}_{\text {sring }}(\theta) \sim \frac{\lambda^{(\theta / \pi)^{2} / 6}}{|\ln \lambda|^{(\theta / \pi)^{2} / 8}} \tag{29}
\end{equation*}
$$

This implies that the string order parameter $\mathcal{O}_{\text {string }}$ tends to zero when $J^{\prime} \rightarrow J_{c}^{\prime}+0$. The long-distance limit of the string correlation function $G_{\text {string }}$ can also be calculated as

$$
\begin{equation*}
G_{\text {string }}(r) \sim \frac{1}{r^{(\theta / \pi)^{2} / 4}[\ln r]^{-(\theta / \pi)^{2} / 8}} \tag{30}
\end{equation*}
$$

See appendix A for calculational detail.
We now proceed to a numerical calculation. We use the Lanzcos method, as in section 4. The critical exponent $v$ is estimated as follows. According to the finite-size scaling, the Binder parameter $U$ may be scaled as

$$
\begin{equation*}
U(L, J)=\tilde{U}(L / \xi)=\tilde{U}\left[L\left(\frac{\left|J^{\prime}-J_{\mathrm{c}}^{\prime}\right|}{J_{\mathrm{c}}^{\prime}}\right)^{\nu}\right] \tag{31}
\end{equation*}
$$

Hence, we obtain the approximate exponent $v(L, L+2)$ as

$$
\begin{equation*}
v(L, L+2)=\ln [(L+2) / L]\left(\ln \frac{U^{\prime}\left(L+2, J_{c}(L, L+2)\right)}{U^{\prime}\left(L, J_{\mathrm{c}}(L, L+2)\right)}\right)^{-1} \tag{32}
\end{equation*}
$$

where

$$
\begin{equation*}
U^{\prime}(L, J)=\left(\frac{\partial U(L, J)}{\partial J}\right)_{L} \tag{33}
\end{equation*}
$$

We plot the exponent $v(L, L+2)$ against the inverse of the system size in figure 7. We extrapolate the exponent $v$ as $v=0.75 \pm 0.05$. The agreement with the predicted value $2 / 3$ (see(28)) is not so good. However, there is no relevant scaling field that leads to $v \approx 0.75$ in the wZW model, and this discrepancy should be attributed to the finite-size effect and the logarithmic dependence of $v$.

The critical exponent $\eta_{\text {Neel }}$ and $\eta_{\text {string }}$ are estimated on the basis of the following relations, which are valid at the critical point:

$$
\begin{align*}
& \left\langle O_{\text {Necl }}^{2}\right\rangle \propto L^{-\eta_{N e t l}}  \tag{34}\\
& \left\langle O_{\text {string }}^{2}\right\rangle \propto L^{-\eta_{\text {snagg }}} \tag{35}
\end{align*}
$$

where

$$
\begin{equation*}
o_{\mathrm{Nelel}}(L)=\frac{1}{L} \sum_{j=1}^{L}(-1)^{j} S_{j}^{z} \tag{36}
\end{equation*}
$$

and

$$
\begin{equation*}
O_{\text {string }}(L)=\frac{1}{L} \sum_{j=1}^{L} O_{j} \tag{37}
\end{equation*}
$$

Therefore, the approximate exponents are given by

$$
\begin{equation*}
\eta_{\alpha}(L, L+2)=\frac{\ln \left\langle O_{\alpha}^{2}(L+2)\right\rangle-\ln \left\langle O_{\alpha}^{2}(L)\right\rangle}{\ln (L+2)-\ln L} \tag{38}
\end{equation*}
$$

where $O_{\alpha}$ denotes $O_{\text {Neel }}$ or $O_{\text {string }}$. The values of (38) are plotted against the inverse of the system size in figures 8 and 9 , respectively. Using two points corresponding to the largest two values of $L$, we can extrapolate the value as

$$
\begin{equation*}
\eta_{\text {Neel }}=0.70 \pm 0.10 \quad \eta_{\text {staing }}=0.25 \pm 0.05 \tag{39}
\end{equation*}
$$

The estimate of $\eta_{\text {string }}$ depends on the evaluation of $J_{c}^{\prime}$. We have assumed $J_{\mathrm{c}}^{\prime}$ to obtain the above value. These estimates of the exponent $\eta_{\text {string }}$ are consistent with that of the fieldtheoretical prediction $\eta_{\text {string }}=1 / 4$. From the above result, it seems that the logarithmic dependence of the string correlation function does not appear. This is probably because $(\ln r)^{-1 / 8}$ is a slowly varying function of $r$, while the present system size is limited to $L \lesssim 16$.


Figure 8. The approximate critical exponents $\eta_{\mathrm{N} \epsilon \mathrm{e}}(L, L+2)$ against $1 /(L+1)$.


Figure 9. The approximate critical exponents $\eta_{\text {strng }}(L, L+2)$ against $1 /(L+1)$.

The exponent $\eta_{\text {Nsel }} \approx 0.7$ differs from the value of unity expected from the $S=1 / 2$ Heisenberg chain [57]. However, the staggered correlation function $G_{\text {stag }}(r)=\left\langle(-1)^{r} S_{0}^{z} S_{r}^{z}\right\rangle$ is expected to have a logarithmic correction $(\ln r)^{1 / 2}$ (see appendix A). This factor is not negligible when deriving the approximate exponents by (38). We plotted $r G_{\text {stag }}(r)$ against the distance between the two points and found that it is a slowly increasing function of $r$. If we regard this behaviour as a consequence of the factor $(\ln r)^{1 / 2}$, our prediction does not contradict the numerical estimates.

We make the following conclusions. First, we have verified that the string operator $O_{j}$ is expressed as the vertex operator $V_{M=0, N=1 / 2}$ (which corresponds to the case $\theta=\pi$ in (26) in the continuum limit. This fact is assumed ad hoc in the previous study [53]. Second, the criticality is found to be characterized by the level-1 SU(2) WZW model whose central charge is equal to one, or equivalently, the free boson model (14) with $R=1 / \sqrt{2}$. Our result that the central charge is given by $c=1$ is consistent with the numerical studies by Kato and Tanaka [30], and Yamamoto [72].

## 5. The low-lying excitation and the string order parameters

In this section, we investigate the excitation spectrum for various values of the alternation $J^{\prime}$. The spectrum is discussed in conjunction with the CFT prediction and the perturbative result described in sections 2 and 3. Hida [58] investigated the spectrum of the model for the case $S=\frac{1}{2}$, the spectra of the model (1) with $S=1 / 2$. The peculiar point of the present system is that the transition occurs away from the point $J^{\prime}=1$.

First, we show the dispersion relation for $J^{\prime}=0.2,0.4,0.6$ and 0.8 , (the antiferromagnetic side), in figure 5 . We have chosen the unit of momentum to be $2 \pi / 16$. Note that the doubling of the unit cell reduces the size of the Brillouin zone by half ( $L_{\mathrm{eff}}=L / 2=8$ ). Correspondingly, the gap opens not at $k=\pi$ but at $k=0$. The spectrum for $J^{\prime}=0.2(\approx 0)$ shows that the $S=1$ single-particle branch is well approximated by the formula (8) derived from the first-order perturbation in $J^{\prime}$. Hence, we may expect that the
elementary excitation around $J^{\prime}=0$ is created by exciting a singlet bond to a triplet one; see section 2. In other words, the excitation is an $S=1$ magnon rather than a pair of $S=1 / 2$ spinons [20,59] of the integrable Heisenberg chain. The gap decreases as $J^{\prime}$ increases and it closes at $J^{\prime}=J_{c}^{\prime}$. At this value, the isolated $S=1$ single-particle branch mentioned above is absorbed in the continuum of the multiparticle states. Then the degenerate $S=0$ and $S=1$ excitations, which actually split in a finite system owing to the logarithmic corrections, at $k=0$ consist of two massless $S=1 / 2$ spinons; a singlet combination of them gives the $S=0$ excited state and triplet combinations give the $S=1$ states. This can be understood by the fact that the long-range resonating valence-bond (RVB) state, whose excitation is the spinon [60], would be realized at $J^{\prime}=J_{c}^{\prime}$. Furthermore, the dispersion at the parameter $J^{\prime}=0.6 \approx J_{c}^{\prime}$ shows characteristics of the massless model, namely the linear dispersion around $k=0$ and the conformal tower [47]. We have already discussed this spectrum in detail in section 3.

For $J^{\prime}>J_{c}^{\prime}$, the gap $\Delta_{\mathrm{H}}$ between the singlet ground state ( $k=0$ ) and the triplet excited state opens at $k=0$ and is an increasing function of $J^{\prime}$. The $S=1$ single magnon branch emerges again and seems to persist for $J^{\prime}=1$.

Finally, we concentrate on the region $J^{\prime}<0$, i.e. the ferromagnetic side. As was explained in section 4, there is no phase transition in the region $J^{\prime}<0$; the dimer phase $J^{\prime} \approx 0$ and the $S=2$ Haldane phase $J^{\prime} \rightarrow-\infty$ can be viewed as two special limits of the same unique phase. We depict the excitation spectrum for $J=-0.1,-0.5$ and -1 in figure 10. The spectrum for $J^{\prime}=-0.1$ shows that the excitation is again well approximated by the formula (8) with a negative value of $J^{\prime}$, as in the above case $J^{\prime}=0.2$; the excitation is identified with an $S=1$ massive magnon. The formula (8) also tells us that the first exited state is located at $k=\pi$ with a excitation gap $\Delta_{\mathrm{H}}$; note that it exists at $k=0$ in the case $J^{\prime}>0$. The other figures for $J^{\prime}=-0.5$ and -1 are consistent with our conclusion that no phase transition occurs for $J^{\prime}<J_{c}^{\prime}$. Therefore, the elementary excitation of the $S=2$ Haldane system, which appears as a special limit of our $S=1$ model, may be the same as that of the $S=1$ dimer system at $J^{\prime}=0$, or the excitation is given by the $S=1$ massive magnon. This is consistent with Haldane's original argument [1].

For $J^{\prime}$ smaller than -0.23 , the single-magnon branch seems to be absorbed in the multiparticle continuum. This situation is similar to what is well known in the ordinary $S=1$ Heisenberg chain [61-63]. The estimate $J^{\prime}=-0.23$ is close to the value -0.25 predicted by the perturbative formula (8). Probably because of the finite-size effect, the lower edge of the multiparticle continuum at $k=0$ is slightly larger than twice the gap $\Delta_{\mathrm{H}}$ at $k=\pi$. Assuming that main features of the spectrum for $J^{\prime}<0$ persist even in the limit $J^{\prime} \rightarrow \infty$, we can expect that the $S=1$ Haldane system and the $S=2$ system are essentially the same, at least with respect to the spectral property.

Next, we discuss the Haldane-dimer transition in conjunction with the string order parameter. The string order parameter $[24,25]$ defined by

$$
\begin{equation*}
\mathcal{O}_{\text {string }}^{(1)}(\theta)=\lim _{|i-j| \nearrow \infty}\left\langle S_{i}^{z} \exp \left(\mathrm{i} \pi \sum_{k=i}^{j-1} S_{k}^{z}\right) S_{j}^{z}\right\rangle \tag{40}
\end{equation*}
$$

has proved to be useful in detecting the Haldane phase in $S=1$ chains and has been extensively studied both analytically and numerically [ $38,64-67$ ]. Hence it is interesting to investigate how it changes at the Haldane-dimer transition. In the following, we also adopt a modified definition of the string order parameter:

$$
\begin{equation*}
\mathcal{O}_{\text {string }}^{(\mathbb{I})}(\theta)=\lim _{|i-j| />\infty}\left\langle\left(S_{2 i-1}^{z}+S_{2 i}^{z}\right) \exp \left(\mathrm{i} \theta \sum_{k=2 i-1}^{2 j-2} S_{k}^{z}\right)\left(S_{2 j-1}^{z}+S_{2 j}^{z}\right)\right\rangle \tag{41}
\end{equation*}
$$



Figure 10. The excitation spectrum for system size $L=14$ and parameters (a) $J^{\prime}=-0.1$, (b) -0.5 and (c) -1 . The symbols $\div, x$ and ostand for levels with quantum numbers $\sum_{i} S_{i}^{z}=0,1$ and 2, respectively. The dotted line denotes the single-magnon branch $\omega(k)=1-\frac{4}{3} J^{\prime} \cos k$.

Following Oshikawa [64] and Hida [68], we have adopted a generalized version of the string order parameter obtained by choosing a general angle $\theta$ instead of $\pi$. As was discussed in [64] and [28], $\mathcal{O}_{\text {string }}(\theta)$ may give some clues to characterizing the phases despite lack of a complete justification of its relevance. In the ferromagnetic limit ( $J^{\prime} \rightarrow-\infty$ ), it reduces to the string order parameter for spin- $2 S$ variables [10]. We can compute the quantity $\mathcal{O}_{\text {string }}(\theta)$ using the matrix formalism $[28,69]$ for the two phases (the $S=1$ vBS and the dimer) on the both sides of the Haldane-dimer line. The result is given as follows:

$$
\mathcal{O}_{\text {string }}^{(\mathrm{II})}(\theta)= \begin{cases}\frac{16}{81} \sin ^{2} \frac{1}{2} \theta & S=1 \text { vBS state }  \tag{42}\\ \frac{4}{9} \sin ^{2} \theta & S=1 \text { dimer state }\end{cases}
$$

It is important to note that their $\theta$ dependence is quite different. That is, the string order parameter for $\theta=\pi$ is non-vanishing for the VBS phase, while it is zero in the dimer phase. Moreover, the $\theta$ dependence of $\mathcal{O}_{\text {string }}(\theta)$ in the $S=1$ dimer phase (namely, the double-peak structure) is the same for the one evaluated for the $S=2 \mathrm{VBS}$ state. (This can be generalized to higher- $S$ cases, where the same $\theta$ dependence is obtained both for the spin- $2 S$ VBS state and for the spin- $S$ dimer state.) Of course, the above calculation is based on the variational solution obtained in section 2 and the functional form of $\mathcal{O}_{\text {string }}(\theta)$ does not change in each phase. This is somewhat unrealistic. However, assuming that the global structure of $\mathcal{O}_{\text {string }}(\theta)$ is invariant in each phase of the true (not variational) solution, we can conclude that a drastic change in the $\theta$ dependence of the string order parameter does occur at the Haldane-dimer transition. For $J^{\prime}<J_{c}^{\prime}, \mathcal{O}_{\text {string }}(\theta)$ becomes to show qualitatively the behaviour in the $S=2$ VBS state; there are two nodes at $\theta=0, \pi$ and two peaks are located at $\theta=\pi / 2,3 \pi / 2$. We may regard these results as a strong support for the correctness of the viewpoint that the spin- $S$ Haldane phase is essentially the same as the spin- $S / 2$ dimer phase [10].

We now show the numerical result of two types of the general $\theta$ string order parameter, (I) and (II), for system size $L=12$. For (I):

$$
\begin{equation*}
\mathcal{O}_{\text {string }}(\theta, L / 2)=\left\langle S_{1}^{z} \exp \left(\mathrm{i} \theta \sum_{k=1}^{L / 2} S_{k}^{z}\right) S_{L / 2+1}^{z}\right\rangle \tag{43}
\end{equation*}
$$

and for (II):

$$
\begin{equation*}
\mathcal{O}_{\text {string }}(\theta, L / 2)=\left\langle\left(S_{1}^{z}+S_{2}^{z}\right) \exp \left(\mathrm{i} \theta \sum_{k=1}^{L / 2} S_{k}^{z}\right)\left(S_{L / 2+1}^{z}+S_{L / 2+2}^{z}\right)\right\rangle \tag{44}
\end{equation*}
$$

The difference between them for the $S=1 / 2$ case is discussed in [70]. They are plotted in figures $11(a)$ and $11(b)$, respectively, for $J=-10,0.1,0.6$ and 1 . We have not yet succeeded in finding the best order parameter. Nevertheless, we may expect that the generalized string order parameter $\mathcal{O}_{\text {string }}(\theta)$ characterizes the nature of the phases in some aspects. The plots behave differently in the two phases $J^{\prime}<J_{\mathrm{c}}^{\prime}$ and $J^{\prime}>J_{\mathrm{c}}^{\prime}$. In the former, the curve has a single maximum at $\theta=\pi$, while in the latter the maxima are located near $\theta=\frac{\pi}{2}$ and $\theta=\frac{3 \pi}{2}$. That is, the qualitative feature of the string correlator changes drastically. This agrees with the prediction based on a simple variational calculation.

The importance of the number of nodes of the string correlator in characterizing the Haldane phases was first pointed out by Oshikawa [64]. In this sense, the drastic change observed above reflects the qualitative difference between the two phases. The remarkable point is that we can also observe the equivalence between the $S=2$ Haldane phase $\left(J^{\prime}=-\infty\right)$ and the trivial dimer phase ( $J^{\prime} \approx 0$ ) from the point of view of the string correlation function.


Figure 11. The generalized string correlations, $\mathcal{O}_{\text {string }}(\theta, L / 2)(a)$ and $\mathcal{O}_{\text {string }}^{\prime}(\theta, L / 2)(b)$, plotted against $\theta$ for the parameters $J^{\prime}=-10,0.1,0.6$, and 1 .

## 6. Summary and discussions

In the present paper, we have studied the $S=1$ isotropic spin chain with bond alternation (2), both analytically and numerically. With use of a simple variational wavefunction, we have reproduced the phase diagram for the model (2), which is qualitatively correct. Based on this argument, we have predicted that the qualitative change in the string correlation occurs at the Haldane-dimer transition. We also studied the model (1) for the Heisenberg point $\beta=0$ numerically and determined the transition point precisely with the combined use of finite-size scaling and the Binder parameter defined for the non-local order parameter. Our method yields a more precise determination of $J_{\mathrm{c}}^{\prime}$ than do other methods (for example, the direct observation of the gap), despite the smallness of the system size. The fact that our method has worked well implies that the $\theta=\pi$ string order parameter in the infinite-volume
limit actually vanishes for $J^{\prime}<J_{c}^{\prime}$.
The observation of the excitation gap tells us that the phase transition occurs only once in the region $-\infty<J^{\prime}<1$ and furthermore that the rather trivial dimer phase ( $J^{\prime} \approx 0$ ) is smoothly connected to the non-trivial $S=2$ Haldane phase ( $J^{\prime} \rightarrow-\infty$ ). A similar situation has been observed for the $S=1 / 2$ alternating chain. We have thus established the equivalence between the dimer phase and the Haldane phase for $S=1(\leftarrow 1 / 2)$ and $S=2(\leftarrow 1)$, namely both for $S$ odd and for $S$ even. From our viewpoint, the vanishing of the $\theta=\pi$ string order parameter for $S=$ even [64] corresponds to the fact that it vanishes for the $S=1$ dimer phase. Note that it is impossible to regard chains with half-odd integer $S$ as a limit of a certain dimer system. This is in great contrast to the integer- $S$ chains.

We have predicted that the phase transition that separates the $S=1$ Haldane phase and the dimer phase is described by the $k=1 \mathrm{SU}(2)$ wZW model; this prediction is consistent with the previous field-theoretical [16] and numerical [30] studies. The prediction for several exponents was also given. Although there are severe logarithmic corrections for correlation functions and so on, the numerical estimates do not contradict our prediction.

A close examination of the spectrum of the model (1) showed that the elementary excitation is given by the massive triplet magnon, except at the critical point $J_{\mathrm{c}}^{\prime}$. This is consistent with Haldane's conjecture.

At the critical point, the spectrum shows the characteristics of the relativistic massless theory at low energies. We have confirmed that our spectrum does not contradict the CFT prediction of section 3. It is well known [60] that the spinon is a physical excitation in the long-range RVB picture and that the $k=1 \mathrm{SU}(2)$ wZW model can be interpreted in terms of the $S=1 / 2$ spinons. Thus the elementary excitation at $J_{c}^{\prime}$ is expected to be given by the $S=1 / 2$ spinon.

It would also be interesting to explore the higher-spin case. In this case, we can imagine several kinds of intermediate states between the VBS state and the dimer state. For example, in the $S=2$ case, there exists an intermediate phase: the inhomogeneous VBS state where the number of valence bonds alternates like $1,3,1,3, \ldots$ in a region including the Heisenberg point at least within a variational calculation [71] similar to the one in section 2. The phase transition occurs twice, in agreement with the conjecture by Affleck and Haldane [16]. The above-mentioned RVB picture suggests that the critical theory governing the transitions is also the level-1 $\mathrm{SU}(2) \mathrm{WZW}$ model, where the $S=1 / 2$ spinon is a natural excitation. This speculation is supported by a field-theoretical argument [39]. We do not know what kind of order parameters can distinguish the intermediate phase from the Haldane phase.
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## Appendix A. Calculation of the correlation functions

In this appendix we sketch the calculation of the correlation functions in some detail, mainly to establish the notation. For an account of the basic formulation, see [48].

In general, the presence of the perturbing fields at the fixed point leads to a correction to the scaling behaviour. When the perturbation is irrelevant or marginal, the following formula for the scaling dimension $x_{i}$ holds [47]:

$$
\begin{equation*}
\gamma_{i}(g)=x_{i}+2 \pi C_{V u} g(L) \tag{A1}
\end{equation*}
$$

where $C_{V i i}$ and $g(L)$ denote the coefficient appearing in the operator-product expansion

$$
V(z, \bar{z}) \phi_{i}(w, \bar{w})=\sum_{k} \frac{C_{V i k}}{(z-w)^{h_{V}+h_{i}-h_{k}}(\bar{z}-\bar{w})^{\tilde{h}_{V}+\tilde{h}_{i}-\bar{h}_{k}}} \phi_{k}(w, \bar{w})
$$

and the running coupling constant, respectively.
In the following, we are interested in the marginal perturbation

$$
\begin{equation*}
V(z, \bar{z})=\frac{2}{\sqrt{3}} J_{\mathrm{L}}(z) \cdot J_{\mathrm{R}}(\bar{z}) \tag{A2}
\end{equation*}
$$

where $\left\{J_{\mathrm{L} / \mathrm{R}}\right\}$ stand for the Kac-Moody currents

$$
J_{\alpha}^{+}=: \mathrm{e}^{\mathrm{i} \sqrt{8} \phi_{\alpha}}: \quad J_{\alpha}^{-}=: \mathrm{e}^{-\mathrm{i} \sqrt{8} \phi_{\alpha}}: \quad J_{\alpha}^{3}=\mathrm{i} \sqrt{2} \partial \phi_{\alpha} \quad \alpha=\mathrm{L} / \mathrm{R}
$$

In order to integrate the renormalization-group equation (RGE), it is necessary to know the long-distance behaviour of $g(L)$. Since $V$ is a marginal perturbation, the $\beta$ function for $g(L)$ is given by

$$
\begin{equation*}
\frac{\mathrm{d} g}{\mathrm{~d} \ln L}=-\pi C_{V V V} g^{2}=\frac{4}{\sqrt{3}} \pi g^{2} \tag{A3}
\end{equation*}
$$

which is integrated to yield [48]

$$
\begin{equation*}
g(L)=\frac{g_{0}}{1-\frac{4}{\sqrt{3}} \pi g_{0} \ln \left(L / L_{0}\right)} \tag{A4}
\end{equation*}
$$

If the initial coupling constant satisfies $g_{0}<0, V$ is a marginally irrelevant perturbation and causes logarithmic corrections to the critical behaviour.

Using the long-distance asymptotics of $g(L)$ (which is obtained by ignoring the term 1 in the denominator of (A4)) and integrating the RGE for two-point functions, we obtain [48]

$$
\begin{equation*}
\left\langle\phi_{i}(r) \phi_{i}(0)\right\rangle \sim \frac{1}{r^{2 x_{i}}}(\ln r)^{\sqrt{3} C_{y i j}} \tag{A5}
\end{equation*}
$$

If the OPE coefficient $C_{V i i}$ vanishes, the logarithmic correction does not appear.
The coefficients $C_{V i i}$ can be calculated straightforwardly and yield the following results:

$$
C_{V i i}= \begin{cases}0 & \text { for } J_{\mathrm{L} / \mathrm{R}}^{\alpha} \quad\left(x_{i}=1\right)  \tag{A6}\\ 1 / 2 \sqrt{3} & \text { for } \operatorname{Tr} g \sigma\left(x_{i}=1 / 2\right) \\ -(\theta / \pi)^{2} / 8 \sqrt{3} & \text { for the string operator }\left(x_{i}=(\theta / \pi)^{2} / 8\right)\end{cases}
$$

Putting them into the above formula for two-point functions, we obtain the desired results. The vanishing OPE coefficient $C_{V i i}$ for the Kac-Moody currents implies that the currentcurrent correlator has no logarithmic correction.
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